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But the scholarly process is
fallible, it is natural that we
are wrong sometimes!

Science is self-correcting!



Not true for all branches
of the “sciences”’

... especially not the soft sciences!



If you didn’t know ...



The Hardest Science

Everything is fucked: The syllabus

ED ON August 11, 2016

PSY 607: Everything is Fucked
Prof. Sanjay Srivastava
Class meetings: Mondays 9:00 - 10:50 in 257 Straub

Office hours: Held on Twitter at your convenience (@hardsci)

In a much-discussed article at Slate, social psychologist Michael Inzlicht told a reporter, “Meta-analyses are

fucked” (Engber, 2016). What does it mean, in science, for something to be fucked? Fucked needs to mean

more than that something is complicated or must be undertaken with thought and care, as that would be
trivially true of everything in science. In this class we will go a step further and say that something is fucked
if it presents hard conceptual challenges to which implementable, real-world solutions for working

scientists are either not available or routinely ignored in practice.

The format of this seminar is as follows: Each week we will read and discuss 1-2 papers that raise the
question of whether something is fucked. Our focus will be on things that may be fucked in research
methods, scientific practice, and philosophy of science. The potential fuckedness of specific theories,
research topics, etc. will not be the focus of this class per se, but rather will be used to illustrate these
important topics. To that end, each week a different student will be assigned to find a paper that illustrates
the fuckedness (or lack thereof) of that week's topic, and give a 15-minute presentation about whether it is

indeed fucked.

Grading:

20% Attendance and participation
30% In-class presentation

50% Final exam

Week 1: Psychology is fucked

Meehl, P. E. (1990). Why summaries of research on psychological theories are often uninterpretable.

Psychological Reports, 66, 195-244.

Sanjay Srivastava
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The syllabus:

Week 1: Psychology is fucked

Week 2: Significance testing is fucked

Week 3: Causal inference from experiments is fucked
Week 4: Mediation is fucked

Week 5: Covariates are fucked

Week 6: Replicability is fucked

Week 7: Interlude: Everything is fine, calm the fuck down
Week 8: Scientific publishing is fucked

Week 9: Meta-analysis is fucked

Week 10: The scientific profession is fucked

At least when it comes to the
empirical knowledge production
model in the soft sciences that
ritualistically adheres to
significance test



The culprit:
"GASSSPP”

Generally Accepted Soft Social Science Publishing Process

- suffers from a number of deficiencies which not only make this kind of work
less than scientific, it actually defeat the objectives of science and produces
an endless stream of publications with unsupported or false claims

- ... only useful for career progression!



Hot topic, but warnings are ol

SOME DIFFICULTIES OF INTERPRETATION EN-
COUNTERED IN THE APPLICATION
OF THE CHI-SQUARE TEST*

By Josern Berkson, M.D.

Division of Biometry and Medical Statistics,
The Mayo Clinic, Rochester, Minnesota
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THE FALLACY OF THE NULL-HYPOTHESIS
SIGNIFICANCE TEST
WILLIAM W. ROZEBOOM

St. Olaf

The theory of probability and sta-
tistical inference is various things to
various people. To the mathemati-
cian, it is an intricate formal calculus,
to be explored and developed with
little professional concern for any
empirical significance that mxght at-
tach to the terms and
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or reprehensible about this—one
need not understand the principles of
a complicated tool in order to make
effective use of it, and the research
scientist can no more be expected to
have sophistication in the theory of
statistical inference than he can be

held ible for the principles of

involved. To the philosopher, it is an
embarrassing mystery whose justifica-

the computers, signal generators,
umers. and other complex modern

tion and have
remained stubbornly refractory to
philosophical insight. (A famous
epigram has it that in-

the normal curve is fitted to a body of d
observations whatever of quantities in the |
number of observations is ly large—

duction [a special case of statistical
inference] is the glory of science and
the scandal of philosophy.) To the

of 200,000—the chi-square P will be small
significance.”
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I scientist, however, sta-
tistical inference is a research instru-
ment, a processing device by which
unwieldy masses of raw data may be
refined into a product more suitable
for assimilation into the corpus of sci-
ence, and in this lies both strength
and weakness. It is strength in that,
as an ultimate consumer of staumcal

to which he may have re-
course during an experiment, None-
theless, this leaves him particularly
vulnerable to misinterpretation of
his aims by those who build his in-
struments, not to mention the ever
present dangers of selecting an inap-
propriate or outmoded tool for the
job at hand, mlsusmg the proper tool,
or improvising a tool of unknown
adequacy to meet a problem not con-
forming to the simple theoretical situ-
ations in terms of which existent in-
struments have been analyzed. Fur-
ther, since behaviors once exercised
tend to crystalhze into habits and

methods, the

it should come

pnsmon to demand that the tech—
niques made available to him con-
form to his actual needs. But it is
also weakness in that, in his need for
the tools constructed by a highly
technical formal discipline, the ex-
perimentalist, who has specialized
along other lines, seldom feels compe-
tent to extend criticisms or even com-
ments; he is much more likely to
make unquestioning application of
procedures learned more or less by
rote from persons assumed to be more
knowledgeable of statistics than he.
There is, of course, nothing surprising
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as no surprise to find that the tribal
rituals for data-processing passed
along in graduate courses in experi-
mental method should contain ele-
ments justified more by custom than
by reason.

In this paper, I wish to examine a
dogma of inferential procedure which,
for psychologists at least, has at-
tained the status of a religious con-
viction. The dogma to be scrutinized
is the “null-hypothesis significance
test” orthodoxy that passing statisti-
cal judgment on a scientific hypothe-
sis by means of experimental observa-

Journal of Consulting and Clinical Psychology
1978, Vol. 46, 806-834.
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Theoretical Risks and Tabular Asterisks:
Sir Karl, Sir Ronald. and the Slow Progress of Soft Psychol

Paul E. Meehl
University of Minnesota

Theories in “soft” areas of psychology lack the cumulative character of scit
knowledge. They tend neither to be refuted nor corroborated, but instead merely
away as people lose interest. Even though intrinsic subject matter difficulties (20 |
contribute to this, the excessive reliance on significance testing is partly respor

Journal of Informetrics 7 (2013) 50-62
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Caveats for using statistical significance tests in research assessments
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in terms of patterns of “significant differences” are little more than complex, ca
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numerical point values (“consistency tests”) are better, even if approximate with
tolerances; and lacking this, ranges, orderings, second-order differences, curve peal
valleys, and function forms should be used. Such methods are usual in deve
sciences that seldom report statistical significance. Consistency tests of a conje
taxometric model yielded 94% success with zero false negatives.
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tipoff to my topic, but some puzzled reactions
by my Minnesota colleagues show otherwise,
which heartens me because it suggests that
what T am about o say is not trivial and uni-
versally known. The two knights are Sir Karl
Raimund Popper (1959, 1962, 1972; Schilpp,
1974) and Sir Ronald Aylmer Fisher (1956,
1966, 1967), whose respective emphases on
subjecting scientific theories to grave danger
of refutation (that's Sir Karl) and major
reliance on tests of statistical significance
(that's Sir Ronald) are, at least in current
practice, not well integrated—perhaps even
incompatible. If you have not been accus-
tomed to thinking about this incoherency, and
my remarks lead you to do so (whether or not
'you end up agreeing with me), this article will
‘have served its scholarly function.
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This article raises concerns about the advantages of using statistical significance tests in

rescarch assessments as has recently been suggested in the debate about proper normal

ization procedures for citation indicators by Opthof and Leydesdorff (2010). Statistical
significance tests are highly controversial and numerous criticisms have been leveled
against their use. Based on examples from articles by proponents of the use statistical
significance tests in research assessments, we address some of the numerous problems
with such tests. The issues specifically discussed are the ritual practice of such tests, their
dichotomous application in decision making, the difference between statistical and sub-

stantive s\gmﬁcancc the implausibiity of most null hypotheses,the crucial assumption of
well

ntervals for inferential

purposes. WE argue that applying statistical significance tests and mechanically adhering
to their results are highly problematic and detrimental to critical thinking. We claim that
the use of such tests do not provide any advantages in relation to deciding whether differ-
ences between citation indicators are important or not. On the contrary their use may be
harmful. Like many other critics, we generally believe that statistical significance tests are
over- and misused in the empirical sciences including scientometrics and we encourage a

reform on these matters.

©2012 Elsevier Ltd. All rights reserved.
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... a conclusion so disheartening that
some contest as mythical the idea that
science is self-correcting”

“... science following a significant difference
philosophy tilts toward the production of
suspect empirical literatures”




Notice, this Is not a
qualitative versus
guantitative issue or positivist
versus constructivist nor
what social science iIs all
about

It is simply the fact that the empirical knowledge production model
centred on significance testing is broken!

... and this has severe and important consequences



Are we then f....d?



Take a look at our journals



Thirteen Dutch universities and ten principles in the Leiden Ranking 2017.

This is a reaction to https://www.cwts.nl/blog?article=n-r2q274&title=ten-principles-for-the-responsible-use-of-university-rankings

Under principle 6, you formulate as follows: “To some extent it may be possible to quantify uncertainty in university rankings (e.g., using stability intervals in the
Leiden Ranking), but to a large extent one needs to make an intuitive assessment of this uncertainty. In practice, this means that it is best not to pay attention

to small performance differences between universities.”

It seems to me of some
2011, Lutz Bornmai

levance whether minor differences are significant or not. The results can be counter-intuitive. At the occasion of the Leiden Ranking
and | therefore developed a tool in Excel that enables the userto test (i) the difference between two universities on its significance and
Tsity the difference between its participation in the top-10% cited publications versus the ceteris-paribus expectation of
Bornmann, 2012). Does the university perform above or below expectation?

6 participation

The E: sheet containing the test can be retrieved at http://www.leydesdorff.net/leiden11/leiden11.xls . In response to concerns similar to yourshabout using

there are two groups: one in the western part of the country (the “ran:
the top-10 publication (PP10). Figure 1 shows the division.

ificance tests expressed by (Cohen, 1994; Schneider, 2013; Waltman, 2016), we added effect sizes to the tool (Cohen, 1988) . However, the weight
effect sizes are more difficult to interpret than p-values indj
For example, one can raise the question of whether the relati
homogenous set. This is the intuitive assessment which dominates’

ting a significance level.
small differences among Dutch universities indicate that they can be considered as a
the Netherlands. Using the stability intervals on your website, however, one can show that

tad”) and another in more peripheral regions with significantly lower scores in terms of

Utrectit Univ

Univ Antigterdam

& VOSviewer

Delft Uniig Technol

VU Univ §psterdam

Maastright Univ

Erasmus Ugly Rotterdam

Uni ‘me

Leid@@Univ Tilburg Univ
Univ Gggningen

Radboud Uglv Nijmegen

" Indeed!

Figure 1: Thirteen Dutch universities grouped into two statistically homogenous sets on the basis of the Leiden Rankings 2017. Stability intervals used as

methodology. (If not visible, see the version at : )



Researchers want certainty!

... what we have produced is “over-
certainty”
... what we have to accept is the
presence of uncertainty (and variation)
... o statistical tool can remove |t!



Something has to happen

* The ritualistic use, misuse and
misunderstanding of significance tests
is one of the most damaging factors to
the flawed soft science knowledge
production model

This has never
happened before!

THE AMERICAN STATISTICIAN
2016, VOL.70,NO.2, 129-133
http/dx.doi.org/10.1080/00031305.2016.1154108

@ Taylor &Francis
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EDITORIAL

The ASA’s Statement on p-Values: Context, Process, and Purpose

In February 2014, George Cobb, Professor Emeritus of Math-
ematics and Statistics at Mount Holyoke College, posed these
questions to an ASA discussion forum:

Q: Why do so many colleges and grad schools teach p = 0.057

A: Because that' still what the scientific community and journal
editors use.

Qs Why do so many people sill use p = 0.057

A: Because that's what they were taught in college or grad school.

Cobb’s concern was a long-worrisome circularity in the soci-
ology of science based on the use of bright lines such as p < 0.05:
“We teach it because it's what we do; we do it because it's what
This concern was brought to the attention of the ASA

we teach!
Board.

The ASA Board was also stimulated by highly visible dis-
cussions over the last few years. For example, ScienceNews
(Siegfried 2010) wrote: “It’s science’s dirtiest secret: The ‘scien-
tific method’ of testing hypotheses by statistical analysis stands
on a flimsy foundation” A November 2013, article in Phys.org
Science News Wire (2013) cited “numerous deep flaws” in null
hypothesis significance testing. A ScienceNews article (Siegfried
2014) on February 7, 2014, said “statistical techniques for testing
hypotheses ....have more flaws than Facebook’s privacy policies”
A week later, statistician and “Simply Statistics” blogger Jeff Leek
responded. “The problem is not that people use P-values poorly,”
Leek wrote, “it is that the vast majority of data analysis is not
performed by people properly trained to perform data analy-
sis” (Leek 2014). That same week, statistician and science writer
Regina Nuzzo published an article in Nature entitled “Scientific
Method: Statistical Errors” (Nuzzo 2014). That article is now one
of the most highly viewed Nature articles, as reported by altmet-
ric.com (http://www.altmetric.com/details/21157924score).

Of course, it was not simply a matter of responding to some
articles in print. The statistical community has been deeply con-
cerned about issues of reproducibility and replicability of scien-
tific conclusions. Without getting into definitions and distinc-
tions of these terms, we observe that much confusion and even
doubt about the validity of science is arising. Such doubt can lead
to radical choices, such as the one taken by the editors of Basic
and Applied Social Psychology, who decided to ban p-values (null
hypothesis significance testing) (Trafimow and Marks 2015).
Misunderstanding or misuse of statistical inference is only one
cause of the “reproducibility crisis” (Peng 2015), but to our com-
munity, it is an important one.

When the ASA Board decided to take up the challenge of
developing a policy statement on p-values and statistical signif-
icance, it did so recognizing this was not a lightly taken step.
The ASA has not previously taken positions on specific mat-
ters of statistical practice. The closest the association has come
to this is a statement on the use of value-added models (VAM)
for educational (Morg and

©2016 American Statistical Association

2014) and a statement on risk-limiting post-election audits
(American Statistical Association 2010). However, these were
truly policy-related statements. The VAM statement addressed
a key educational policy issue, acknowledging the complexity of
the issues involved, citing limitations of VAMs as effective per-
formance models, and urging that they be developed and inter-
preted with the involvement of statisticians. The statement on
election auditing was also in response to a major but specific
policy issue (close elections in 2008), and said that statistically
based election audits should become a routine part of election
processes.

By contrast, the Board envisioned that the ASA statement
on p-values and statistical significance would shed light on an
aspect of our field that is too often misunderstood and misused
in the broader rescarch community, and, in the process, pro-
vides the community a service. The intended audience would be
researchers, practitioners, and science writers who are not pri-
marily statisticians. Thus, this statement would be quite different
from anything previously attempted.

The Board tasked Wasserstein with assembling a group of
experts representing a wide variety of points of view. On behalf
of the Board, he reached out to more than two dozen such peo-
ple, all of whom said they would be happy to be involved. Several
expressed doubt about whether agreement could be reached, but
those who did said, in effect, that if there was going to be a dis-
cussion, they wanted to be involved.

Over the course of many months, group members discussed
what format the statement should take, tried to more con-
cretely visualize the audience for the statement, and began
to find points of agreement. That turned out to be relatively
easy to do, but it was just as easy to find points of intense
disagreement.

The time came for the group to sit down together to hash
out these points, and so in October 2015, 20 members of the
group met at the ASA Office in Alexandria, Virginia. The 2-day
meeting was facilitated by Regina Nuzzo, and by the end of the
meeting, a good set of points around which the statement could
be built was developed.

The next 3 months saw multiple drafts of the statement,
reviewed by group members, by Board members (in a lengthy
discussion at the November 2015 ASA Board meeting), and
by members of the target audience. Finally, on January 29,
2016, the Executive Committee of the ASA approved the
statement.

The statement development process was lengthier and more
controversial than anticipated. For example, there was consider-
able discussion about how best to address the issue of multiple
potential comparisons (Gelman and Loken 2014). We debated
at some length the issues behind the words “a p-value near
0.05 taken by itself offers only weak evidence against the null



| have at least three concerns (1 and 2)

* Research practice is scientometrics and research evaluation

”  u

* False claims, one-off studies, “garden-of-forking-paths”, “p-
hacking” ... (epistemic concerns)

* The use of significance tests (or pseudo tests) for decision making in
research evaluations

 Arbitrary, numerous fallacies, does not bring “certainty” or
indications of “importance”, irresponsible surrogates for sound
judgements about importance (ethical concerns)



We do address “uncertainty” . . . Much more attention should

be given to what exactly it is
: : B = we think we quantify and
Intentions are fine, but COMMENT what we can quantify
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8. Avoid misnlaced concreteness and false precision

picture. If uncertainty and error can be
quantified, for instance using error bars, this
information should accompany published
indicator values. If this is not possible, indi-
cator producers should at least avoid false
precision. For example, the journal impact
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| have at least three concerns (3)

 The meaning of citations

Normalization for publication type, publication and “field” bring publications on an
equal footing ... this is what we recommend

Strong assumption = normalized citations have the same meaning across knowledge
production models

... but if we have a blatantly flawed knowledge production model that evidentiary
produces numerous claims that turn out be unsupported or false, that seem to
Invoke questionable research practices,

why then should such publications count equally to comparable empirical
publications based on more sound knowledge production models?

Including social science publications in impact analyses is not only a question of their
coverage

Citations are not equal and our current counting regime reward flawed research!



Some solutions

* We need to be more humble and acknowledge there are things which we cannot
get such as certainty

* We need to embrace variation, it is all around

 Social science settings are noisy and rife with non-random biases

* We need to address our cognitive fallacies

* We need to estimate rather than arbitrarily decide between all or nothing
* We need theory

* We need to have a broader statistical toolbox

* We need to understand that nothing certain comes out of one study

* We need strong will to stand up against demands for surrogate numbers

* And oulrjournal editors should demand much more from the manuscripts they
accept!



Thank you very much

“No scientific worker has a fixed level of significance at which from year to
year, and in all circumstances, he rejects hypotheses; he rather gives his mind
to each particular case in the light of his evidence and his ideas.”

—Sir Ronald A. Fisher (1956: 42)
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Calling Bullshit:

Data Reasoning for the Digital Age Lectures

Logistics

Introduction to bullshit
Spotting bullshit

The natural ecology of bullshit
Causality

Statistical traps

Visualization

Big data

Course: INFO 198 / BIOL 106B. University of Washington
To be offered: Autumn Quarter 2017

Credit: 3 credits, graded

Enrollment: 180 students

Instructors: Carl T. Bergstrom and Jevin West

Synopsis: Our world is saturated with bullshit. Learn to detect and defuse it.

Learning Objectives

Our learning objectives are straightforward. After taking the course, you should
be able to:

Remain vigilant for bullshit contaminating your information diet.
Recognize said bullshit whenever and wherever you encounter it.

Publication bias
Figure out for yourself precisely why a particular bit of bullshit is bullshit. i i i 1
Provide a statistician or fellow scientist with a technical explanation of why P red ato ry p u b I I S h I ng a n d SC I e ntl ﬁ C
a claim is bullshit. m isco n d u ct

Provide your crystals-and-homeopathy aunt or casually racist uncle with an

accessible and persuasive explanation of why a claim is bullshit. 10. The eth ics of Ca I | i ng b u I I sh it.

We will be astonished if these skills do not turn out to be among the most useful 1 1 Fa ke n eWS
and most broadly applicable of those that you acquire during the course of your ¢

college education. 1 2 . Refuti ng b u I I S h it
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